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Abstract

This paper shows that the technique of precomputation of integrals (Judd et al.,
2017) can be applied to nonlinear DSGE models with occasionally binding constraints.
Specifically, we solve New Keynesian models with the zero lower bound on nominal
interest rates with a nonstochastic parameterized expectations algorithm (PEA) aug-
mented with piecewise Chebyshev polynomials and the precomputation technique. We
find that the proposed method is significantly faster than, and has accuracy similar to,

the methods that compute integrals numerically.
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1 Introduction

The time iteration method (TT) is one of the numerical methods widely used to solve nonlin-

ear dynamic stochastic general equilibrium (DSGE) models.! It is known that the standard

*The author appreciates the comments of, and discussions with, an anonymous referee, Chris Gust, Yasuo
Hirose, and Taisuke Nakata. This research is financially supported by JSPS Grant-in-Aid for Scientific Re-
search (KAKENHI) for Young Scientists Project Number 18K12743. Any remaining errors are the author’s.

IThis method is a variant of projection methods with collocation. Coleman (1991) proves the existence
of the equilibrium as the fixed point of a functional equation in a stochastic neoclassical growth model with
distortionary tax. Greenwood and Huffman (1995) extend it to several cases. See also, e.g., Richter et al.
(2014) and Sargent and Stachurski (2018).



TT suffers from costly nonlinear optimization (i.e., root-finding) and numerical integration.?
By applying the nonstochastic parameterized expectations algorithm (PEA) originally pro-
posed by Christiano and Fisher (2000), we can avoid nonlinear optimization.® We can further
avoid numerical integration by utilizing the technique of precomputation of integrals (Judd
et al., 2017). Compared with the standard TI that requires nonlinear optimization and
numerical integration, nonstochastic PEAs are more efficient in terms of computation time.

This paper shows that a nonstochastic PEA with the precomputation technique can also
be applied to nonlinear DSGE models with occasionally binding constraints. The proposed
method is significantly faster than, and has accuracy similar to, the other methods considered
in the present paper. For example, it can solve a prototype nonlinear New Keynesian model
with the zero lower bound on nominal interest rates within a second in MATLAB without any
parallelization, even though the algorithm is also highly parallelizable. Thus, the proposed
method would be especially useful when researchers wanted to estimate such a model, as in,
e.g., Gust et al. (2017); Iiboshi et al. (2018); Plante et al. (2018).

Marcet (1988) originally develops PEA. It uses a stochastic approach based on Monte
Carlo simulations to solve for the coefficients of polynomials that approximate the expecta-
tion functions (e.g., the right-hand side of the Euler equation in the stochastic neoclassical
growth model).” Christiano and Fisher (2000) point out that PEA can be applied to non-
stochastic grid points such as Chebyshev collocation points. They use Chebyshev polyno-
mials to approximate the expectation functions and solve for the coefficients of polynomials
by a projection method (Judd, 1992). There are two distinct ways to apply nonstochastic
PEAs. One is to fit polynomials to future variables (future PEA), and the other is to fit
polynomials to current variables (current PEA). In more recent work, Gust et al. (2017) ap-
ply the future PEA to solve a nonlinear New Keynesian model with the occasionally binding
ZLB constraints.”

This paper is based on the previous studies. It proposes a novel approach that solves
DSGE models more efficiently. In the proposed method, we use the current PEA so as

to precompute integrals of the polynomials analytically. This is a nontrivial task, especially

’In the present paper, we use a variant of Newton’s method for nonlinear optimization and Gaussian-
Hermite quadrature for numerical integration as are often used in solving nonlinear DSGE models.

3Endogenous grid point method (Carroll, 2006; Barillas and Fernandez-Villaverde, 2007; Fella, 2014) can
also avoid nonlinear optimization..

4Judd et al. (2011) and Maliar and Maliar (2015) further develop this approach to make the computation
more robust and efficient.

®They also use Smolyak’s method (see, e.g., Judd et al., 2014) for sparse grid points to mitigate the curse
of dimensionality, as do we in our numerical example. See, e.g., Hirose and Sunakawa (2019) for a survey of
the numerical methods used in this paper.



when we deal with occasionally binding constraints by utilizing an index function for binding
constraints (such as in Aruoba et al. 2018; Gust et al. 2017; Hirose and Sunakawa 2015, 2017;
Nakata 2017), because an approximated expectation function is now a piecewise polynomial
based on two smooth Chebyshev polynomials in which we assume the constraints always
or never bind. Under an orthogonality assumption, we can compute the integral of the
expectation function as a weighted average of the integrals of the two polynomials with the
probability of binding constraints being the weight.

In the reminder of the paper, we introduce a small-scale New Keynesian model with the
ZLB in Section 2. In Section 3, we demonstrate how the nonstochastic PEA fitting Chebyshev
polynomials to current variables and the precomputation technique can be applied to the
New Keynesian model. We solve the model by the proposed method to display numerical
results, as well as the nonstochastic PEA fitting future variables (Gust et al., 2017) and the
standard TT as a comparison. Section 4 concludes. The details of the standard TI and the
future PEA used in Gust et al. (2017) are found in Appendix A.1 and A.2."

2 Small-scale New Keynesian model

The model economy consists of final-good and intermediate-good producing firms, households
and monetary and fiscal authorities. Prices are sticky because of Rotemberg-type (1982)
adjustment costs. See, e.g., Herbst and Schorfheide (2015); Hirose and Sunakawa (2019) for
the details of the model.

6The integral of the expectation function itself is not multiplicatively separable and the assumption needed
for precomputation of expectation functions in Judd et al. (2017) is not satisfied. We need the orthogonality
assumption instead as we can precompute only the regime specific functions and the probability of binding
constraints.

"MATLAB codes are available at https://github.com/tkksnk/NKZLB/tree/master/smolyak/nkz1b/ .



2.1 Setup

The equilibrium conditions of the New Keynesian model are given by
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We have four equations: the consumption Euler equation (1), the New Keynesian Phillips
curve (NKPC) (2), the resource constraint (3), and a Taylor-type monetary policy rule (4).
¢; is consumption, 7 is the inflation rate, y; is output, and R; is the notional interest rate
that the central bank wishes to set. R; is the actual nominal interest rate bounded below by
one when we consider the ZLB. Government expenditure g; is exogenous, and the natural
level of output is given by 3 = (1 — v)'/7g,, which is obtained by setting ¢ = 0 in the
equilibrium conditions. The description of the parameters (5, 7,v, ¢, 7, T, ¥1, 99, pr) is given
in Table 1 that appears in Section 3.3. The total factor productivity A; has a deterministic
trend 4 and a shock to the trend z; such as Inv; = In(A;/A;_1) = Iny+1In z;. The exogenous
shocks {2, g:} follow the AR(1) processes

Inz =p.Inz_ +e.y,

Ing, = (1—pg)Ing+ pglnge 1 + €y,

where p, and p, are the parameters for persistence of the shocks. The disturbance terms
{€.+,€51,€r+} are serially uncorrelated and independent of each other. The three distur-
bances are normally distributed with means zero and standard deviations o, o,, and og,

respectively.

The Coleman operator We define a functional operator on the equilibrium conditions.

For the sake of exposition, hereafter we drop time subscripts unless necessary and replace



the next period’s variables x; 1 by 2’. The solution to the functional operator takes the form

c=0.(R*y,s), m=o0.(R",s),

R = O R+ (R*—la 8)7 Yy = Uy<Ri17 8)7

where s = (z, g, e€r). We have four equilibrium conditions and four endogenous variables to
be solved for. Note that the actual policy rate is given by R = max {R*,1}. The mapping
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for o, where 2/ = 2P=e%, ¢’ /g = (g/g)P7e%, and p(s'|s) is the pdf of s conditional on s. Note
that we substitute ¢ = o.(K, '), 7’ = 0.(k,2’), and v = o,(F,2’). The operator K takes
its argument o and returns a vector of new functions Ko that solves the relevant equations

for (Ca ™Y, R*a R)a

3 Nonstochastic PEA meets precomputation of integral

with the ZLB

We focus on the current PEA in the main text and show how the nonstochastic PEA and
precomputation technique can be applied to the New Keynesian model. As we compare the
standard TI, the future PEA, and the current PEA in a numerical example, we explain the
details of the standard TI and the future PEA used in Gust et al. (2017) in Appendix A.1
and A.2.



3.1 Nonstochastic PEA, fitting polynomials to current variables

We define auxiliary expectation functions for the expectation terms in the consumption Euler
equation (1) and the NKPC (2) as follows

wlRy,s) = By {} |

T

ve(R*{,8) = B¢ [C_Ty (m—7) 7T] )

Note that the original expectation terms are obtained as the integral of the expectation
function evaluated at the next period’s state variables. We adapt an index-function approach
as in Aruoba et al. (2018); Gust et al. (2017); Hirose and Sunakawa (2015, 2017); Nakata
(2017). For each x € {c,7}, let v, nzLB(R",, s) be the expectation function assuming that
ZLB does not bind, and let v, z15(R*,, s) be the expectation function assuming that ZLB
binds. Taking a pair of expectation functions (v, nzLs, vz z1B) for € {¢, 7} and the policy
function for the current notional interest rate in the non-ZLB regime R* = op+ nzrp(R*, S)

as given, we use an index function to obtain
v (R* 4, 8) = Lipec1)VazB (R, 5) + (1 — H(R*<1)) venzLB(RY 1, S), (6)
where the index function depends on the value of R* and is defined as

1 when R* = op- nzip(R 4, 8) < 1,
[(re<1) =
0 otherwise.

Time iteration method The modified time iteration method with current PEA takes

the following steps:

1. Make an initial guess for the expectation and policy functions {vq(zo),ar(zo)} for n €
{NZLB, ZLB}.

2. Given the expectation and policy functions previously obtained {vff 71), ol 71)}, solve

the relevant equations for (¢, 7,y, R*).

3. Update the expectation and policy functions.

(i—=1)

4. Repeat Steps 2-3 until both ’ o) — H and Hag) — crﬁf_l)H are small enough.




Specifically, in Step 2, taking the piecewise expectation functions ol (R* ") for x € {c, 7}

and the values of the policy functions R}, ,, = ag* Y (R5 1, 8m) and Yjmn = aff, b (R;'fﬁl, Sm)

for n € {NZLB, ZLB} at each grid point indexed by (j,m) as given, we solve
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for (¢jmzLp, Tjmzie). Note that we interpolate f)g(f*l)(R*,s’;O) for x € {c,m} off the grid
points by piecewise Chebyshev polynomials, where 6 is a vector of the coefficients of the
polynomials. We use a successive approximation so that we know the values of R}, and
yjmn.g Then, we analytically obtain c¢j,, immediately and 7;,,, as a solution to the second-
order polynomial.” We show how to compute the integral of the expectation functions in the

next section.

8This is also known as fixed-point iteration.
9We solve the following second-order polynomial

ap — 2@17ijn + CVQ’]T?mn = O
for Tjpmn, where
H72 L fv (ol ”(R;:l, m), 8 )p(s'[$m)ds’
Qo 7274»(17’/ )+Cjnm v (i—1) , o )
v oyn (R _y,8m)
o =¢r (v —1) /2
1
=¢(——1

az =9 (21/ )

We pick up the root mjm, = a1/as —/(a1/a2)? — ag of the polynomial and ignore the other root.



In Step 3, we update the expectation and policy functions for each regime n € {NZLB, ZLB}:
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3.2 Precomputation of integrals with the ZLB

In Step 2 above, we compute the integral of the expectation functions v,(R*,s’;0) for x €
{¢, 7} with regard to s’ for the expectation terms in the consumption Euler equation (1)
and the NKPC (2). Note that, as we see in (6), v,(R*, s'; 0) is a piecewise polynomial based
on two smooth polynomials in which we assume that the constraints always or never bind.
Then, the integral of the expectation functions can be computed as a weighted average of
the integrals of the two polynomials with the probability of binding constraints being the

weight. Specifically, we assume that

Assumption. L g <1y and Uy z1p(R*,8':0) — Uy nzrp(R*, 8';0) for each x € {c, 7} are or-

thogonal to each other.

Then we have

/1556(13*, s 0)p(s'|sm)ds'
_ / L ctybonn (R 550) + (1= Ty ) toain (R, '50) | pls'| ) ds’
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+ / Opnzi(R*, 85 0)p(s|sm)ds',

where R* = op- nzig(R*, s') is the notional rate in the next period.'’

07f X and Y are orthogonal, E[XY] = E[X]E[Y] holds.



The integral of each 0, nzrp(R*, s';0) and 0, z1,5(R*, s';0) can be precomputed analyti-
cally. For the sake of exposition, an ordinary polynomial is used and s includes the technology

shock only, s = z.!! The polynomial can be written as
fax,n(R*a Z/; H) = ez,n,0,0 + ex,n,l,OR* + 61,n,2,0<R*)2 + ex,n,O,lz/ + 61,71,0,2(2/)27

for each n € {NZLB, ZLB}. Then, we can analytically obtain the integral as

/@x,n(R*7 Z/; 0>p(2/’2m>dzl = Hx,n,O,O + e:p,n,l,OR* + ex,n,Z,O(R*>2

+ / (‘gm,n,O,lzl + Qx,n,O,Q(Z,)2) p(z/|zm)dzl
= ex,n,0,0 + gz‘,n,l,OR* + 9x,n,2,0(R*)2
+ / (02,n01(pz + €) + by 02(pz + e')Q) p(e)de

* *\ 2 2.2 2
= 9:1:,11,0,0 + ex,n,l,OR + ex,n,Q,O(R ) + ex,n,O,lpZ + ex,n,ﬂ,Qp 5+ 99:,71,0,206 .

By contrast, the integral of 0, (R", s';0) = [ g 10z 218 (R", s'; 6)+ (1 — H(R*'<1)> Uy NzLB (R*, 85 0)
itself cannot be precomputed either analytically or numerically as the function v,(R*, s'; 0)
is not multiplicatively separable in R* and s’ due to the existence of Lo g ngpn(R*,s)<1)- Thus
the assumption needed for precomputation of expectation functions in Judd et al. (2017) is
not satisfied. We need the orthogonality assumption instead as we can precompute only the
regime specific functions and the probability of binding constraints.
To compute the probability of binding constraints Pr(R* < 1) = J Lo pe nzip (R ,5)<1)dS,
we approximate og« nzL(R*,s’) up to the first order by truncating higher-order terms in

&R*,NZLB(R*a s'; 9)

5'3*7NZLB(R*, §'50) =0p + O0p R+ 0,9 + 0.2" + 0,¢,
=0 + Or-R* + 0ypg + 0.pz + by, + 0.€, + Ore,..

Then we have

Pr(é'R*,NZLB(R*v S,; 0) < 1) = (x <1-— (90 + QR*R* + Qgpg —+ 02,02>) ,

where ®(z) =1 |1 4+ erf ( 2 is the cumulative distribution function of z = €’ + 60,€. +
2 V2 9g=-g z

20,

1A Chebyshev polynomial can be used instead in a straight-forward way.



0,¢., which follows a normal distribution with mean zero and variance o2 = Ogag + 60%02 +

2 2 12
0zo7.

3.3 Numerical examples

For numerical illustration, the New Keynesian model presented in Section 2 is parameterized
according to Table 1. These values except for (v, g) are taken from parameter estimates of
the log-linearized version of the model in Herbst and Schorfheide (2015)."* We use the
second- and fourth-order Chebyshev polynomials for R*; and s = (z, g, ¢,) for interpolation
in each solution algorithm. The numbers of grid points are 3* = 81 and 5* = 625 for each
polynomial case. We also use the Smolyak algorithm for each polynomial case. In these
cases, the numbers of grid points are 9 and 41 (See Judd et al. 2014; Gust et al. 2017). The

number of the Gaussian-Hermite quadrature is set to be 3% = 27.

Table 1: Parameter values of the New Keynesian model.

Parameter Value
v Inverse of demand elasticity 1/6
g Steady state government expenditure 1.25
v  Steady state technology growth 1.0052
£ Discount factor 0.9990
7 Steady state inflation 1.0083
7 CRRA parameter 2.83
¢ Price adjustment cost 17.85
11 Interest rate elasticity to inflation 1.80
1y Interest rate elasticity to output gap 0.63
pr Interest rate smoothing 0.77
pg Persistence of government shock 0.98
p. Persistence of technology growth shock 0.88
o, Std. dev. of monetary policy shock 0.0022
o, Std. dev. of government shock 0.0071

o, Std. dev. of technology growth shock 0.0031

We evaluate the accuracy of computation by the residual function errors, which are given

12We can possibly use higher-order terms in ég- to calculate the probability at the cost of a more compli-
cated distribution for z.

13The parameter for price adjustment cost ¢ is obtained by setting the values of the elasticity of demand

—1
v~ = 6 and the slope of the NKPC (which is a composite function of parameters) x = T(”ﬁ%_l) = 0.78. The
steady-state government expenditure shock is given by g = (1 — g,) !, where g, is the ratio of government
expenditure to output and set at 0.2.

10
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where

Y= (gl - % (0n(R*1,5) — 7?)2) (R 8) (9)

Note that the last two equations of the static equilibrium conditions (9) and (10) hold with
equality.s'* The Euler equation errors are calculated based on the series simulated from the
approximated solutions. Each stochastic simulation is done for 10,500 periods, and the first
500 periods are discarded. The same sequence of random variables for s is used throughout
all the simulations. Computation is done in MATLAB R2016b using a laptop with Xeon
E3-1505Mv5 (2.8Ghz) and 16Gb memory without any parallelization.

Table 2.a shows the results in the case without the ZLB. We compare the performance
of the different methods (TI, future PEA, and current PEA) and polynomials (second-order
Chebyshev, second-order Smolyak, and fourth-order Smolyak) in terms of the computation
time (in seconds), the simulated moments of output growth, inflation, and interest rates,
and accuracy measured by the residual function errors in equation (7) and (8). First, we
can see that future PEA is faster than TI and that current PEA is faster than future PEA
and TI. This is because future PEA avoids only nonlinear optimization and current PEA
avoids both numerical optimization and numerical integration. Second, TI, future PEA,
and current PEA yield similar second-order simulated moments. The inflation rate and the
policy rate are a bit more volatile in future PEA though. Finally, TI, future PEA, and

current PEA are also comparable in terms of accuracy.'®

4y in (8) is calculated by substituting R* implied by (10) into R*; in (9).
15The use of Smolyak polynomials makes the computation even faster by the use of sparse grid points.

11



Table 2.0 shows the results in the case with the ZLB. We observe the same pattern in
terms of comparison of the computation time, the simulated moments, and accuracy of the
different methods and polynomials as in the case without the ZLB. It takes more time to
solve the model with the ZLB by the index-function approach. The overall accuracy is a
bit worse compared with the case without the ZLB but still reasonable. The probability of
binding the ZLB is similar for the different methods, but the methods with second-order
Smolyak polynomials have a higher probability of binding the ZLB than others. If we use
fourth-order Smolyak polynomials, we can solve the model at an acceptable accuracy within
less than a second by using current PEA.

In the rows labeled by cPEA2 in Table 2, we show the results for current PEA without
precomputation. We can see that the orthogonality assumption indeed does not matter by
comparing the numerical results of the current PEA with precomputation and the current
PEA without precomputation but with Gaussian-Hermite numerical integration. The results
are almost indistinguishable except for the computation time. As expected, the computation
time is longer without precomputation because of the costly numerical integration and is
comparable to that for future PEA.

In Table 3 in Appendix A.3, we also check the validity of the orthogonality assumption ex
post by calculating the correlation between L g <1 and 0, z1(R*, ;1 0) — Uy Nz (R, 5'; 0)
for z € {c,7} by Kendall or Spearman rank correlation.'® The correlation statistics are
about 0.1-0.2, implying that the orthogonality assumption is approximately satisfied for the
parameter set considered here.

We also check that our results are robust by varying parameter values. We are especially
interested in the cases with more frequently binding the ZLB constraints. We consider two
cases. One is the case of a low 7 and the other is the case with a high o,. Specifically, we
set T = 1.0063 or o, = 0.0037 so that the probability of binding ZLB increases to about 4%
in each case. We solve the models using fourth-order Smolyak polynomials. In Table 4-7, it
is found that our results are robust to these cases. That is, current PEA is the fastest and
yields similar moments and Euler equation errors as in T1 and future PEA. The correlation
statistics are slightly higher, about 0.2-0.3.

The use of second-order Smolyak polynomials makes the errors worse compared to second-order Chebyshev
polynomials, but fourth-order Smolyak polynomials are comparable with second-order Chebyshev polynomi-
als. Note that the computation time for the methods with fourth-order Smolyak polynomials is still about
5-6 times shorter than the methods with second-order Chebyshev polynomials.

16Pearson correlation cannot be used as H( R <1) is a binary variable.

12



4 Conclusion

We have shown that the technique of precomputation of integrals can be applied to nonlinear
New Keynesian DSGE models with occasionally binding constraints. The proposed method
is a magnitude faster than the other methods considered in the paper, as we avoid both
the costly numerical optimization and numerical integration. The method can also be ap-
plied to medium- and large-scale New Keynesian models and other nonlinear DSGE models
with occasionally binding constraints. The proposed method would be especially useful for

researchers who want to estimate these models.

13



Table 2: Accuracy and speed of TI, future PEA, current PEA.

a. Without ZLB

2nd
Li. Lix Lee Loor OAy  On OR CPU
TI -4.15 -2.45 -3.47 -1.79 0.76 1.93 2.36 318.07
fPEA -4.86 -2.76 -3.52 -2.04 0.76 2.01 2.46 20.90
cPEA -4.32 -2.46 -3.30 -1.75 0.76 1.92 2.35 1.39
cPEA2 -4.32 -2.46 -3.30 -1.75 0.76 1.92 2.35 23.75
2nd, Smolyak
L17c le Loo,c Loonr OAy Or OR CPU
TI -3.45 -2.35 -2.34 -1.31 0.76 1.97 242 3.71
fPEA -3.32 -2.66 -2.21 -1.63 0.76 2.13 2.59 0.29
cPEA -3.36 -2.36 -2.21 -1.34 0.76 1.98 243 0.04
cPEA2 -3.36 -2.36 -2.21 -1.34 0.76 1.98 243 0.40
4th, Smolyak
Lic. Lix Leoe Loonr Opny  Ox OR CPU
TI -5.09 -3.73 -3.72 -2.57 0.76 1.99 243 61.94
fPEA -5.03 -3.69 -3.71 -2.69 0.76 2.00 2.44 4.06
cPEA -4.93 -3.75 -3.56 -2.53 0.76 1.99 243 0.32
cPEA2 -5.10 -3.01 -3.94 -1.88 0.76 1.99 243 5.28
b. With ZLB
2nd
Lic Lix Lsc Loogx Opny  Ox or  Prig-<p CPU
TI -3.73 -2.62 -2.07 -1.42 0.76 2.05 2.53 1.53 1127.3
fPEA -3.73 -2.67 -2.08 -1.44 0.76 2.11 2.59 1.71 82.28
cPEA -4.05 -2.71 -2.12 -1.53 0.76 2.01 2.45 1.03 4.05
cPEA2 -3.95 -2.73 -2.16 -1.66 0.76 2.03 2.48 1.25 53.38
2nd, Smolyak
Ll,c L1,7r Loo,c Loo,7r OAy O OR PI‘(R*<1) CPU
TI -3.40 -2.38 -2.06 -1.09 0.76 2.02 2.50 1.79 12.98
fPEA -3.26 -2.66 -1.92 -1.48 0.76 2.19 2.68 3.42 0.96
cPEA -3.35 -242 -1.97 -1.25 0.76 2.01 247 1.92 0.19
cPEA2 -3.33 -243 -1.99 -1.24 0.76 2.03 2.50 2.13 0.92
4th, Smolyak
Lic. Lix Lsxc Loogx oAy Ox or  Prige<n CPU
TI -3.97 -3.14 -2.07 -1.73 0.76 2.04 2.50 1.40 270.65
fPEA -4.04 -3.54 -2.13 -1.49 0.76 2.03 2.48 1.18 14.66
cPEA -4.17 -295 -2.12 -1.44 0.76 2.03 247 1.07 0.99
cPEA2 -4.12 -296 -2.13 -1.51 0.76 2.04 2.49 1.29 11.71

Notes: Li., L1z, Loo,c, and Lo are, respectively, the average and maximum of Euler errors in
absolute values (7)-(8) (in log 10 units) on a 10,000-period stochastic simulation. CPU is the
elapsed time for computing equilibrium (in seconds). oay, 0x, and og are the standard deviations
of output growth, inflation, and the policy rate. Pr(g«<1) is the probability of the ZLB binding. TI
is time iteration, fPEA is future PEA, cPEA is current PEA with precomputation, and cPEA2 is
current PEA without precomputation.
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A Appendix (not for publication)

A.1 Standard time iteration

For each z € {c,m,y, R*}, let 0, nzis(R% 4, s) be the policy function assuming that ZLB does
not bind, and let o, z15(R*,, s) be the policy function assuming that ZLB binds. Taking a
pair of policy functions (JLNZLB(R“LI, s),0uzB(R* 4, s)) as given, we use an index function

to obtain
O-J:(Rila S) = H(R*<1)Ux,ZLB(R*_1, 3) + (1 - H(R*<1)) Ux,NZLB(Rip 5’)>

where

0 1 when R* = op- nzip(R 1, 5) < 1,
(R*<1) =
0 otherwise.

The time iteration method takes the following steps.

1. Make an initial guess for the policy function o®.

2. Taking as given the policy function previously obtained o1, solve the relevant equa-

tions for (¢, 7, y, R*).
3. Update the policy function by setting ¢ = Uéi)(Rfl, s), = aﬁi)(R’il, s), R* = Ug)(Rfl, s),

and y = al(/i)(R’il, s).
4. Repeat Steps 2-3 until Ha(i) — (=1 H is small enough.
Specifically, in Step 2, taking the policy functions ol for v € {¢,m,y} as given, we solve

A(i_l) * /. -7

P ge ijZLB?S’O)
CimNzLB = 37 RjmnzLB NCESY)
z

Or (R;mNZLB7 s';6)
1

0= ((1 —v7)+ VﬁlC;mNZLB — ¢ (TjmNzLB — T) {ijNZLB — 5= (TjmnzLB — ﬁ)}) CjmNzZLBYjmNZLB

] p(s'|s)ds’,

2v
+5¢/[&ﬁi_l)(R;mNZLB’SI;9)_761(/i_1)( Nz, S5 0)

X (&(Fl)(R*mNZLB, s 0) —7) (RS sy 0)] p(s'|s)ds’,

™ J ™ J

-1
I | —\2
YjmNZLB = |Gy, — 5 ( jmNZLB — T ) CimNZLB,

P\ 1TPR
. _ [ 75 (TimNzLB Y1 YjmNZLB PR erm
jmNzZLB — | T P y* 3,—1 :

17




*
for (ijNZLB, T jmNZLB YjmNZLB ijNZLB), and

~ (i—1)

op Ly S5 0)7T
CjmzZLB — 57_1/ [ /A(i—<1)(]R*ZLB ,)0) ] p($/|8)d8/7
yALoR : S
T JmZLB> 2

1
0= ((1 — v )+ v s — @ (Tjmas — 7T) {ijZLB — 5, (TjmzLs — 7 )D CimzLBYjm7ZLB
+ ﬁ¢/ a- - 1) ijLB7 S ) 0)—T6-éi_1)<R;mZLBJ 5/; 0)
X (Uw ( ijLB7S 0) - 7) 5~ 1)(RngLBaS 0)} ( /|S)d3,

—1
_ |1 —\2
YimzZ1B = |Gm — 5 (ijZLB - 7T) CimZLB;

1-pr

)

. _ | 5m (TimzLB 1 Yim7LB PR perm
JmZLB — P y* 7,—1

for (¢jmzLB, TjmzLB, YjmzLB: R;fmZLB) Note that we interpolate o Gl (R* s';0) for x € {c,m,y}
off the grid points by piecewise Chebyshev polynomials. We also compute numerical integrals
with regard to s'.

In Step 3, we update the functions ag(f,;l)(R’il, s) using the results from the previous step.

A.2 Nonstochastic PEA, fitting polynomials to future variables

As in Gust et al. (2017), we define auxiliary functions for the expectation terms in (1) and
(2)17

eo(R1,5) = BB /W')_,T]p(s'rs)ds',

er(R w)/[

For each = € {e, 7}, let e, nzp(R*1,s) be the expectation function assuming that ZLB

does not bind, and let e, zp(R*,s) be the expectation function assuming that ZLB binds.
Taking a pair of expectation functions (e, xz1p, €xz18) for x € {c¢, 7} and the policy function
for the notional rate in the non-ZLB regime opg« nzig(R*;,s) as given, we use an index

function to obtain

1"We include R in e.(R* 4, s) and y in e, (R*,,s) so that we can avoid solving a root-finding problem.
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ee(R* 1, 8) = Lipectyeezin(R 1, 8) + (1 — L(pe<1)) €onzin (R4, ),
ex(R™1,8) = Liprcryer (R4, 5) + (1 — H(R*<1)) exnzLB(R 1, 8),

where

. 1 when R* = op- nzip(RYy,s) < 1,
(R*<1) =
0 otherwise.

The modified time iteration method with future PEA takes the following steps.
1. Make an initial guess for the expectation functions el forn € {NZLB, ZLB}.

2. Taking as given the expectation functions previously obtained el _1), solve the relevant

equations for (c,7,y, R*) and obtain the policy functions o(®.

3. Update the expectation functions to obtain el by interpolating the policy function
(4)
o',

4. Repeat Steps 2-3 until e — eIl is small enough.

In Step 2, taking as given the values of egf,;l)(Rj7_1, Sm) for x € {c, 7} at each grid point
indexed by (7, m) and each regime n € {NZLB, ZLB}, we obtain

-7 _ (i—1)/ p*
ijn - ec,n (Rj,—b Sm)

1
0=1—v)+ vy — ¢ (Tjn — 7) [ijn ~ 5, (Mjmn = 7)

i—1
+ C}-mnegrl,n )< ;,—17 Sm)a
¢

—1
_ —\2
Yjmn = |:gm1 - E ( jmn 7T> :| Cimn,

P\ 1TPR
T 1!)1 . «
R;mn - (TW ( j;“) (y;/n:n) ) ij)flem’ma

for (ijn,ﬂjmmyjmmR;mn)- We analytically obtain cj,,, immediately and 7j,,, as a so-

lution to the second-order polynomial.'® Then we have the policy functions U%(R*_l, s),

18Tn particular, we solve the following second-order polynomial

2
Qo — 201 Tjmp + Q2T =0
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agrf)n(R’il, s), and ag(f;%(R’il, s). Note that we do not solve the nonlinear equations by using
optimization routines.

In Step 3, we update

&) (Rjnzim, 8'50)77
2/67(:) (R;mNZLBv s';6)
‘31(11) (R;mNZLB7 s'; 9)

YimNZLB

eg%\IZLB(R;,Ay Sm) = 571ijNZLB/

] p(s'|sm)ds’

6§i)<R;mNZLB7 s'; 9)_T

egri,)NZLB<R;,—1>Sm) = B(b/

X (6§ri)(R;mNZLB7 s'; 9) - 77T) a-gri)(R;mNZLBa s'; 9)] p(5/|3m>d5’/a

&) (Rjmz1p:850)77

Zléf(ri)(R;mZLBv s';6)

&z(j)( ;mZLBv s';0)

YimZLB

GS)ZLB(R;,_DSm) = 57_1/ p(s'|s)ds’

é-g) (R;"mZLBJ S/; 0)77—

egri,)ZLB(R;,q,Sm) = 5@5/

X (&7(:)( ;mZLBv s'; 0) — 7?) 67(ri)(R;mZLB7 s'; 9)] p(s’]sm)ds’,

where the values R}, . and yjm, and the policy functions &g(f)(R*, §';0) evaluated at the
next period’s state (R*,s’) are obtained from the previous step. Note that we interpolate
&;S;i)(R*,s’;O) for © € {c,m,y} off the grid points (or equivalently égf_l)(R*,s’;O) for z €
{¢,7}) by piecewise Chebyshev polynomials. We also compute numerical integrals with

regard to s'.

for 7jmn, where

o =5 4 (L= ™) 4 el DR ) ™ (v 4 S0 (RS ysm) )

We pick up the root Tjmn = a1 /as — /(a1 /az)? — g of the polynomial and ignore the other root.
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A.3 Further numerical results

Table 3: Correlation between I p. ) and Ad, (R, 85 6).

Polynomial Corr(Aden, [ g 1) Corr (At n, [ 1)
Kendall Spearman Kendall Spearman
2nd 0.14 0.18 -0.14 -0.18
2nd, Smolyak 0.19 0.24 -0.19 -0.24
4th, Smolyak 0.15 0.18 -0.15 -0.18

Table 4: Accuracy and speed of TI, future PEA, current PEA: Case of low 7.

a. Without ZLB

4th, Smolyak

Ll,c Ll,ﬂ' Loo,c Loo,ﬂ' OAy Orn OR CPU
TI -4.77 -3.38 -3.55 -2.29 0.76 2.00 2.44 49.71
fPEA -4.72 -3.51 -3.49 -2.62 0.76 2.00 2.44 3.88
cPEA -4.60 -3.35 -3.39 -2.23 0.76 2.00 244 0.46
cPEA2 -4.77 -298 -3.57 -1.87 0.76 2.00 2.44 5.14
b. With ZLB
4th, Smolyak
Ll,c Ll,rr Loo,c Loo,7r OAy Orn OR Pr(R*<1) CPU
TI -3.69 -290 -1.85 -1.82 0.76 2.14 2.63 4.12 257.64
fPEA -3.80 -3.14 -1.98 -1.41 0.76 2.09 2.58 3.50 13.04
cPEA -3.96 -2.65 -2.65 -1.40 0.76 2.06 2.51 2.92 1.27
cPEA2 -3.79 -2.69 -1.93 -1.27 0.76 2.14 2.61 3.90 13.68

Notes: Li., L1z, Loo,c, and Lo » are, respectively, the average and maximum of Euler errors in
absolute values (7)-(8) (in log 10 units) on a 10,000-period stochastic simulation. CPU is the
elapsed time for computing equilibrium (in seconds). oay, 0x, and og are the standard deviations
of output growth, inflation, and the policy rate. Pr(g«.y) is the probability of the ZLB binding. TI
is time iteration, fPEA is future PEA, cPEA is current PEA with precomputation, and cPEA2 is

current PEA without precomputation.

Table 5: Correlation between ]I( R+

<1

y and A, ,(R*,s';0): Case of low 7.

COI‘I‘(A@C’TL, ]I(R*’ <1))

Cort (At p, [ g )

Kendall

Spearman

Kendall

Spearman

4th, Smolyak

0.24

0.29

-0.24 -0.29
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Table 6: Accuracy and speed of TI, future PEA, current PEA: Case of high o..

a. Without ZLB

4th, Smolyak

Ll,c L1,7r Loo,c Loo,rr OAy Ox OR CPU
TI -4.98 -3.63 -3.58 -2.44 0.78 233 2.90 48.79
fPEA -4.89 -3.57 -3.54 -2.59 0.78 2.33 2.90 3.52
cPEA -4.81 -3.63 -3.41 -2.39 0.78 2.33 2.90 0.82
cPEA2 -4.98 -294 -3.84 -1.83 0.78 2.33 2.90 4.81
b. With ZLB
4th, Smolyak
Ll,c Ll,Tr Loo,c Loo,7r OAy Or OR Pr(R*<l) CPU
TI -3.54 -298 -1.64 -1.77 0.78 2.53 3.15 4.97 301.57
fPEA -3.60 -3.20 -1.76 -1.32 0.78 2.46 3.07 4.16 11.54
cPEA -3.97 -2.75 -2.49 -1.28 0.77 2.39 2.96 3.18 1.33
cPEA2 -3.64 -2.74 -1.74 -1.05 0.78 2.53 3.13 4.87 20.45

Notes: L1, L1z, Loo,e, and Lo are, respectively, the average and maximum of Euler errors in
absolute values (7)-(8) (in log 10 units) on a 10,000-period stochastic simulation. CPU is the
elapsed time for computing equilibrium (in seconds). oay, 0x, and o are the standard deviations
of output growth, inflation, and the policy rate. Pr(g«.1) is the probability of the ZLB binding. TI
is time iteration, fPEA is future PEA, ¢cPEA is current PEA with precomputation, and ¢cPEA2 is

current PEA without precomputation.

Table 7: Correlation between Iz 4y and Av, ,(R*, s';0): Case of high o,.

COI"I(AIA)CW, ]]:(R*/ <1))

Corr(Adyr 5, I g 1))

Kendall

Spearman

Kendall

Spearman

4th, Smolyak 0.25

0.30

-0.25

-0.30
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